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Striking a match… 
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Creating LUCENE queries from metadata 
 Metadata elements 

 Subjects, titles, descriptions 

 Term stemming - Porter stemming algorithm 
 educate/educating/ educational /education  label:educ  

 Stop words – remove common words 
 “Safety and mitigation”   

label:"Safety and Mitigation" (+label:safeti +label:mitig) 

 Phrase parsing  
 Exact match, or stopped and stemmed words present in any order 
 “Eye Diseases”  label:"Eye Diseases" (+label:ey +label:diseas) 

 Character escaping (LUCENE query reserved characters) 
 “Art, Music & Museums”   

label:"Art, Music \& Museums" (+label:art +label:music +label:museum) 

 US/UK spelling differences – supplement query terms 
 “theatres”  (label:theatre label:theater) 
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DISTIL results pipeline 

 Results Pipeline Actions 
 DdcSummaryLevelMinAction 
 DdcRemoveOutliersAction 
 DdcUseAbridgedIdAction 
 DdcRuleOfThreeAction 
 DdcAddSumDescendantScoreAction 
 DdcRemoveDescendantsAction 
 DdcAddDominantSummaryScores 
 NormalizeValuesAction 
 SortRowsAction 
 LimitRowsAction 



DdcSummaryLevelMinAction 
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 (DDC Intro, p.37, section 13.3): 
“The classifier should never 
reduce the notation to less than 
the most specific three-digit 
number 

 DDC Summaries are the top 3 
hierarchical levels 

 Top 2 levels are for structure 
only – indexing should use as 
minimum 3rd level (3 digits) 

 Any initial matches on level 1 or 
2 are deleted from results 

 

 



DdcRemoveOutliersAction 
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 Outliers are isolated 
classes having no other 
ancestor or descendant 
matches on any of the 
query terms 

 Outliers are removed from 
the results 

 



DdcUseAbridgedIdAction 
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 Upward score aggregation, from ‘close’ 
classification to ‘broad’ classification.  

 E.g. a work on French cooking is classed closely 
at 641.5944 (641.59 Cooking by place + 44 
France from Table 2), or broadly at 641.5 
(Cooking). 

 Broad classification means that “the work is 
placed in a broad class by use of notation that 
has been logically abridged”.  

 The broad class (a.k.a. abridged number) is not 
necessarily the direct parent class 

 

 

 



DdcRuleOfThreeAction 
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 (DDC Intro, p.8 section 5.7D): 
“Class a work on three or more 
subjects that are all subdivisions 
of a broader subject in the first 
higher number that includes them 
all”  

 Any 3 (or more) matching classes 
with a common parent are 
replaced with that parent.  

 If the parent is not already 
present in the results it is added. 

 The sum scores of the children are 
added to the parent and the 
children removed from the 
results. 
 
 



DdcAddSumDescendantScoreAction 
+ DdcRemoveDescendantsAction 
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 Upward score aggregation - 
a matching class can inherit 
the aggregated scores of 
any descendant matches 
also present 

 The sum of scores for 
descendant matches are 
added to the ancestor class 

 Classes that have 
contributed to a parent 
class score are then 
removed from the results 
 
 

+ [0.677] 

+ [0.395] 

+ [0.282] 



DdcAddDominantSummaryScores 
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 Experimental ‘top down 
aggregation’ 

 Boosts the scores of classes 
originating from the 
‘dominant’ summaries in 
the results 

 Helps to promote results 
from particularly strong 
subject areas 

 Makes a good result better; 
but sometimes makes a bad 
result worse! 
 
 

All results:  overall sum = 38.529 

Level 1 (“5”) sum = 12.376 

Level 2 (“55”) sum = 8.443 

Level 3 (“551”) sum = 2.609 

 

For each result: 

New score = ((score + L1 sum + L2 
sum + L3 sum) / overall sum) 

 



Others… 
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 DdcNormalizeValuesAction 

 Scores are normalized to give relative ranked scores 
in the range 0..1 

 𝑥𝑛𝑒𝑤 =
𝑥−𝑥𝑚𝑖𝑛

𝑥𝑚𝑎𝑥–𝑥𝑚𝑖𝑛
 

 SortRowsAction 

 Results are sorted in ascending score order 

 LimitRowsAction 

 Results are limited to the top 10 results 

 



DISTIL.UI application - commands 
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DISTIL.UI batch processing of repository records 
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 Processing bulk XML downloads from DRAMS SOLR API 
 Runs slowly but surely… (approx. 1000 records in 30 

minutes) 
 Initially 100,000 repository records processed & results sent 

to DREXEL 



DISTIL.UI outputs – tabular data 
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 Repository 

 Record ID 

 DDC class 

 Score 

 DDC Label 



DISTIL.UI outputs – textual report 
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 ID 

 Metadata 

 Query 

 Pipeline 

 Matches 



Compare DISTIL results to manual indexing 
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• Encouraging initial overlap between DISTIL 
output and manual indexing 
• Less/zero matches: 

• When no subject metadata 
• Only one or two high level subject 
metadata terms 
• some mismatches (as compared) when 
key subject elements missing, or lack of 
subject area coverage in DDC 

 



Metadata issues encountered 
 Variation in quality and quantity of metadata input affects the quality of 

DISTIL results output 
 Subject phrases – nested structures 

 “Arts & Humanities--History--History by Era--18th Century History” 
 “History/Policy/Law”, “Anatomy / physiology / morphology” 

 Poor subject specificity 
 “General Resources”, “People”, “Places”, “Projects”, “Images”, “Science”, “Technology” 

 Likelihood of subject terms matching DDC labels 
 Codes: “artifact1200; artifact1137; artifact804;”, “pi3731”  

 no match 

 Phrases: “Keystone Color Me Healthy”, “Connecticut Butterfly Atlas Project”  
 possibly misleading match 

 Spelling: 
 (fairly rare) mistakes: “muscoskeletal”, “policytaxation”, “intertial navigation”, “filmsUKmarketing” 
 Queries built from repository metadata – sometimes UK English, but DDC uses US English: e.g. 

“color”, “paleontology”, “theater”, “humor”, “aluminum”, “anemia”. Match requires either fuzzy 
matching (introducing noise), or supplementary query terms  

 Misleading subject combinations 
  “SPACE”, “training”, “wireless networks”, “mobile technology”  - metadata for 

http://www.spacestudios.org.uk/ - an arts organisation 
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Conclusions 
 DISTIL process run on 100,000+ repository records. 

Results fed back into DRAMS/SOLR system. Good basis 
for further refinements to basic method 

 Variable quality and quantity of existing subject 
metadata inevitably affects quality of results 

 Consider evaluation methodology and what can 
usefully be achieved from comparison with manual. 
Different options … (e.g. how many classes?) 

 How will we use DISTIL results? E.g. Recall or Precision 
enhancing (apply threshold)? 

 Probably focus on best matching DDC classes without 
attempting synthetic DDC classes (e.g. combining 
place/date into subject) 
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Next steps… 

 Incorporating pre-processing NLP output as DISTIL 
input 

 Weighted terms from titles and descriptions 

 Further refinements to method 

 Referencing OCLC ‘Linked Data’ class URIs 

 Evaluation - objective assessment of DISTIL results 

 Final run + results feedback into DRAMS / SOLR 
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