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Topic of the talk

1. Value-added services to improve the search in 

Digital Libraries (DL)

• Short introduction of the services

2. Results from a retrieval evaluation exercise

• Evaluation of a KOS-based Search Term 

Recommender (STR)

• Evaluation of re-ranking approaches: 

Bradfordizing and author centrality
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Situation

Major difficulties in most text-oriented DL

1. Vagueness between search and indexing 

terms (language problem)

2. Too much documents and unstructured result 

sets (information overload)

3. Pure text-statistical rankings (e.g. tf-idf) have 

serious weaknesses (short document problem)

Consequence: Users are unsatisfied with a retrieval 

system and search is far beyond its possibilities
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IRM project

Motivation:

• Implementation and evaluation of value-added services 

for retrieval in DL

• Using science models (specialties in languages, 

networks of authors, centrality of journals) (Bates, 1990)

• Improvement of search results/experience:

• Search term recommendation (bridge between user 

and controlled specialized vocabulary/ies)

• Non-textual ranking techniques (providing computational 

approaches to rank documents, provide context)

Funded by DFG (grant number INST 658/6-1)
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Search Term Recommender (STR)
Recommendation of highly associated controlled terms

Expansion of the top n ranked controlled terms

Statistical relations: 

• Co-word analysis

• Complete database and

KOS as training set

• Automatic mapping of terms

Controlled context:

descriptors as tagcloud

Make use of knowledge/specialties in a KOS 

and the statistical relations computed by 

the co

Make use of knowledge/specialties in a KOS 

and the statistical relations computed by 

the co-word analysis http://www.gesis.org/beta/prototypen/irm/
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Search Term

Recommendation (STR)

Example
• Starting with a unspecific term “Unemployment”
• Pure text-based standard ranking produces many and relatively poor results
• STR recommends controlled terms from a pre-selected KOS (thesaurus)

Interaction: User refines search with a 

recommended controlled term e.g. „Job Search“
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Service: Reranking (Bradfordizing)
Sorting central papers in core journals/publishers on top

Journal context

Core

Zone 2

Periphery

• A build-in functionality of the SOLR system aggregates articles
• The frequency counts of the journals are used to boost documents 

Make use of publication regularities on 

a 

Make use of publication regularities on 

a topic (coreness of journals)

Interaction: User selects a certain journal
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Re-Ranking

Author networks 

(AUTH)

Service: Reranking (Author centrality) 
• A background procedure computes a co-authorship network for the whole result
• The centrality values of the computed authors are used to boost documents 

Co-authorship network

Make use of knowledge about the 

interaction and cooperation of authors

Make use of knowledge about the 

interaction and cooperation of authors

Interaction: User selects a certain author
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Main questions

• What is examined? 
– the quality of different services to improve search

– or the quality of the associated search of the services

• Can we improve search in a DL with different 
KOS-enhanced databases?
– In one discipline

– Between at least two disciplines

• The services are helpful to whom?
– Experts/scientists

– Students
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Evaluation

10 different topics from the CLEF conferences (title and 

descriptions), 73 LIS students, German SOLIS database 

as test collection

1. Selection of a topic

2. Assessment of documents: top 

10 ranked documents for each

service

• STR

• BRAD

• AUTH

• SOLR (tf-idf as baseline)

3. Evaluation of the relevance

assessments (MAP, P@10)

Pooled document set in the assessment tool
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Operationalization

All terms and topics are translated from German

Original query for the service SOLR:

povert* AND german*

STR: Expanded STR-enhanced query:

(povert* AND german*) OR "poverty" OR "Federal 

Republic of Germany" OR "social assistance" OR 

"immiseration“ (highest confidence value)

BRAD: top 10 documents after BRAD-reranking (most 

frequent core journal) 

AUTH: top 10 documents after AUTH-reranking (highest 

betweeness value)
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Topics

- 73 assessors did 3,196 single relevance judgments

- topic 83 was picked 15 times – topic 96 twice

- fair and moderate inter-rater agreement

Schaer et al.
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Number of documents judged relevant by the assessors per topic

• STR by adding the 4 descriptors with the highest confidence

• STR was best service (topics 88, 110, 166 and 173 with an 

improvement of 20% at least compared to the baseline)

Topics

R
e
le

v
a
n
t 
d
o
c
u
m

e
n
ts

10 topics

1 database

top 10 docs

4 services

73 students

Mayr et al., submitted

Results
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Results

Schaer et al.

Precision for each topic and service 
-Weaknesses of each service on a concrete topic can be observed

-Different thresholds applied make a more diverse result
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36

STR

AUTHBRAD

5 5

3

SOLR

0

• 36 intersections of suggested top n=10 documents over all topics 

and services

• Total of 400 documents: (4 services * 10 per service * 10 topics)

• Result sets are close to disjoint, services provide quite different 

views onto the document space

Mayr et al., submitted

Results

Read: SOLR and STR 

have 14 document

intersections from 100 

possible (for all 10 

topics)
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Implications

1. Precision values of the retrieval services are 

the same or better than standard text-

statistical ranking (tf-idf)

2. Each service produces its own document 

space (measured in intersections)

3. Each service has weaknesses which can have 

implication on the relevance ratio

• STR: misleading search terms (statistical artefacts) but high 

descriptive power of controlled terms

• BRAD: high frequent but some irrelevant journals (outdated)

• AUTH: central but misleading authors
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Next steps

Searching and evaluating in a multi-thesauri-

scenario (connecting STR services)

Interactive retrieval with services support 

Evaluation of scientists on their specific research 

topics

Evaluation of combination of services

Reimplementation of the commercial categorizer
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Short conclusions

1. Valuable alternative views on document 

spaces -> especially in interactive retrieval (?)

2. Improved relevance ratio and low overlap of 

the services results

3. Contexts matter! 

• Providing context to stimulate and support 

users

• Support interactive systems for exploration
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Thank you!

Dr. Philipp Mayr

GESIS

Lennéstr. 30

53113 Bonn

mailto:philipp.mayr@gesis.org

IRM project

http://www.gesis.org/index.php?id=2479

IRM prototype

http://www.gesis.org/beta/prototypen/irm/

mailto:philipp.mayr@gesis.org
http://www.gesis.org/index.php?id=2479
http://www.gesis.org/beta/prototypen/irm/

